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ABSTRACT: Weather prediction models currently operate within a probabilistic framework for generating forecasts con-
ditioned on recent measurements of Earth’s atmosphere. This framework can be conceptualized as one that approximates
parts of a Bayesian posterior density estimated under assumptions of Gaussian errors. Gaussian error approximations are
appropriate for synoptic-scale atmospheric flow, which experiences quasi-linear error evolution over time scales depicted
by measurements, but are often hypothesized to be inappropriate for highly nonlinear, sparsely observed mesoscale pro-
cesses. The current study adopts an experimental regional modeling system to examine the impact of Gaussian prior error
approximations, which are adopted by ensemble Kalman filters (EnKFs) to generate probabilistic predictions. The analysis
is aided by results obtained using recently introduced particle filter (PF) methodology that relies on an implicit nonpara-
metric representation of prior probability densities}but with added computational expense. The investigation focuses on
EnKF and PF comparisons over monthlong experiments performed using an extensive domain, which features the devel-
opment and passage of numerous extratropical and tropical cyclones. The experiments reveal spurious small-scale correc-
tions in EnKF members, which come about from inappropriate Gaussian approximations for priors dominated by
alignment uncertainty in mesoscale weather systems. Similar behavior is found in PF members, owing to the use of a locali-
zation operator, but to a much lesser extent. This result is reproduced and studied using a low-dimensional model, which
permits the use of large sample estimates of the Bayesian posterior distribution. Findings from this study motivate the use
of data assimilation techniques that provide a more appropriate specification of multivariate non-Gaussian prior densities
or a multiscale treatment of alignment errors during data assimilation.

SIGNIFICANCE STATEMENT: Numerical predictions of Earth’s atmosphere require computer models, which rep-
resent known physical processes governing the evolution of atmospheric flow, and a clever use of statistical methods to
construct a complete model representation of the true atmosphere from incomplete measurements. The second
requirement is built on assumptions for the shape of error distributions for variables that are input into the model for
generating predictions. The present study explores the fidelity of these error assumptions for regional weather forecast-
ing using a novel technique that avoids common approximations that go into operational weather prediction systems.
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1. Introduction

Numerical predictions of Earth’s atmosphere are imperfect,
owing to computational and scientific limitations and the
observability of the dynamical system at hand. Even as these
limitations diminish, atmospheric flow exhibits intrinsic pre-
dictability limits that place a firm barrier for what can be
achieved with deterministic predictions (e.g., Lorenz 1969;
Rotunno and Snyder 2008). Therefore, a probabilistic frame-
work is needed. Within this framework, various data assimila-
tion techniques now exist for solving user-specified parts of a
Bayesian posterior density, which informs how predictions
account for environmental measurements of the true dynami-
cal system (Reich and Cotter 2015).

For global weather prediction, there exist additional chal-
lenges in how data assimilation operates for multiple scales of
motion. Midlatitude synoptic-scale weather systems are domi-
nated by horizontal motions that are in approximate geo-
strophic balance. Weather phenomena at these scales tend to

be characterized well by satellite and in situ observing sys-
tems, which leads to small forecast errors over typical 6–12-h
windows used by operational global data assimilation meth-
ods. Therefore, Gaussian approximations used by ensemble
Kalman filters (EnKFs; Evensen 1994; Bishop et al. 2000;
Anderson 2001; Whitaker and Hamill 2002) and three- and
four-dimensional variational methods (3DVar and 4DVar;
Thepáut and Courtie 1991; Courtier et al. 1994) provide rea-
sonably accurate results. For this reason, all national weather
forecast centers currently use various forms of EnKFs,
3DVar, 4DVar, or hybrids of these methods for operational
prediction (Bannister 2017). Among the above methods, tech-
niques that combine four-dimensional data assimilation with
ensemble statistics have become standard practice. This
choice likely follows from practical benefits of smoothers; i.e.,
assimilating observations over a window can be less costly
than assimilating observations at multiple times, and induce a
smaller amount of sampling error (Kurosawa and Poterjoy
2021). Smoothers also apply a Gaussian assumption on the
smoothing density}rather than the filtering density}which
is likely more appropriate for weakly nonlinear dataCorresponding author: Jonathan Poterjoy, poterjoy@umd.edu
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assimilation problems (Morzfeld and Hodyss 2019). For appli-
cations such as global weather prediction, computational
limitations typically restrict smoothers to a high-resolution
deterministic analysis, leading to Gaussian filters or smooth-
ers being adopted for adjusting a reduced-resolution ensem-
ble between observation times (e.g., Zhang et al. 2009;
Buehner et al. 2010a,b; Poterjoy and Zhang 2014).

Sub-synoptic-scale flow evolves on a faster time scale and
exhibit a higher dependence on parameterized physical pro-
cesses in models, such as radiation, unresolved turbulent
motions, and cloud microphysics (Stensrud 2007). Physical
parameterizations provide energy sources and sinks that are
not represented explicitly in models, thus adding to the uncer-
tainty in short-term predictions. For resolved processes, satel-
lite and radar winds can provide important dynamical
information regarding the time evolution of mesoscale fea-
tures, but thermodynamic variables are often poorly
observed. This information can be inferred from satellites and
radars; however, the mapping between observations and
prognostic model variables is nonlinear. Therefore, short-
range forecasts for mesoscale weather features are associated
with elevated levels of uncertainty, even if they are embedded
in well-constrained synoptic-scale systems. “Alignment
errors” (Hoffman et al. 1995) at these scales pose a major
source of uncertainty and are best represented by multivariate
non-Gaussian additive errors for model variables (Lawson
and Hansen 2005; Hodyss and Reinecke 2013).

For multiscale weather prediction, which is characterized
by well-resolved synoptic-scale flow and large mesoscale
uncertainty, the potential benefits of data assimilation algo-
rithms that move beyond long-standing Gaussian assump-
tions remain unknown. A part of this unknown stems from
limitations in the computational cost available for running
modern weather models. Current operational data assimila-
tion systems rely on ensemble forecasts of size O 102( ) to
estimate prior statistics for data assimilation, which is likely
too small for quantifying higher-order statistics beyond the
first two moments, even for marginal quantities (Miyoshi
et al. 2014). Because of this shortcoming, a natural starting
point for solving challenges posed by non-Gaussian errors is
to focus more narrowly on observation-space prior statistics
and observation likelihoods that are known to be non-
Gaussian. In this context, nonlinearity in measurement
operators may provide clear parametric choices for non-
Gaussian observations and observation-space priors (e.g.,
Fletcher and Zupanski 2006; Bishop 2016). For prior statis-
tics that exhibit irregular deviations from Gaussianity, some
filters leverage nonparametric representations of marginal
densities (e.g., Anderson 2010, 2020), which act as an inter-
mediate step toward a fully non-Gaussian methodology.
Furthermore, Gaussian filters can be modified to include
higher-order multivariate statistics, such as skewness (e.g.,
Hodyss 2012), or treat alignment errors that yield non-
Gaussian prior uncertainty (e.g., Ravela et al. 2007;
Nehrkorn et al. 2015; Stratman et al. 2018; Ying 2019).

Not until recently have more general multivariate non-
Gaussian data assimilation methods based on particle filters
(Doucet et al. 2001) been applied for real weather app-

lications (Robert et al. 2018; Potthast et al. 2019; Poterjoy et al.
2019, 2021). Particle filters (PFs) do not make strict assump-
tions for the shape of prior and posterior error distributions,
but require ensemble sizes that are unobtainable in modern
weather prediction systems (Snyder et al. 2015; Slivinski and
Snyder 2016). Therefore, assumptions are still needed to cope
with the large dimension of the data assimilation problem at
hand. Borrowing from EnKFs, spatial localization presents a
common strategy that has yielded numerous types of high-
dimensional PF methods; examples include Bengtsson et al.
(2003), Poterjoy (2016), Poterjoy and Anderson (2016), Penny
andMiyoshi (2016), Lee andMajda (2016), andMorzfeld et al.
(2018). We refer readers to Farchi and Bocquet (2018) and
Leeuwen et al. (2019) for reviews on localized PFs as well as
alternative strategies for adapting PFs for high-dimensional
problems.

The current study uses an experimental regional modeling
system introduced by Poterjoy et al. (2021, hereafter
PAW21), to reveal deficiencies in Gaussian-based data assimi-
lation methodology that may pose long-term challenges for
regional and global weather prediction models. For this pur-
pose, a recently proposed localized PF (Poterjoy et al. 2019;
Poterjoy 2022, hereafter P22) is compared with an EnKF dur-
ing monthlong data assimilation experiments that are domi-
nated by the passage of extratropical and tropical weather
systems. These experiments use the Hurricane Weather
Research and Forecasting (HWRF) Model (Gopalakrishnan
et al. 2010; Atlas et al. 2015), with a domain that covers exten-
sive portions of the Atlantic Ocean, Caribbean, and south-
eastern United States. The experiments target a period that
features several major tropical cyclones from the 2017 eastern
North Atlantic hurricane season. While forecast results from
these experiments are briefly discussed in PAW21, the current
study provides a more detailed examination of the EnKF and
local PF members produced over the experiment period. The
real-data experiments reveal major differences between the
EnKF and local PF, which are hypothesized to come from
Gaussian assumptions in the EnKF. This hypothesis is exam-
ined using a simplified two-dimensional (2D) data assimila-
tion application, which replicates some of the behavior
observed in HWRF experiments. The 2D problem, which
consists of an axisymmetric vortex in zero mean flow, exhibits
qualitatively similar behavior to displaced weather features
depicted by the HWRF ensemble at scales less than 150 km,
but with the added advantage of having full control over the
source of prior uncertainty.

The manuscript is organized in the following manner.
Section 2 introduces the two data assimilation methods
used for this study. Section 3 briefly describes the regional
modeling system and period of interest for numerical
experiments. Section 4 summarizes findings from month-
long comparisons of the Gaussian and non-Gaussian data
assimilation methods using the HWRF Model; details of
these findings are further explored using a low-dimensional
vortex application in section 5. The last section discusses
major findings from this study and implications for atmo-
spheric prediction.
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2. Data assimilation methodology

The data assimilation methods explored in this study
includes the square root EnKF of Whitaker and Hamill
(2002) and an iterative version of the Poterjoy et al. (2019)
local PF. The iterative PF is a simplified version of the adap-
tive tempering method discussed in P22. It is briefly described
in this section alongside the EnKF.

a. The ensemble Kalman filter

Ensemble Kalman filters apply a Monte Carlo approxima-
tion of the model state uncertainty, assuming Gaussian
errors (Evensen 1994). This study uses the EnKF within the
community Grid point Statistical Interpolation (GSI) data
assimilation package. GSI is used by operational NOAA
weather prediction models including the operational
HWRF Model used for the current study (Biswas et al.
2018).

The GSI EnKF operates by assimilating a vector of obser-
vations y serially to update an ensemble of model state vec-
tors xn{ }Ne

n�1. The ensemble mean follows the same update as
the Kalman filter, while perturbations are transformed to
match the posterior error covariance estimated by the Kal-
man filter equations (e.g., Jazwinski 1970). Instead of using
tangent linear approximations of measurement operators, the
full operator is applied to each member to yield a set of obser-
vation-space prior members hxn{ }Ne

n�1, which are updated
alongside the original state vectors. Using superscripts2 and1

to denote quantities before and after assimilating the ith obser-
vation in y, respectively, the mean after assimilating observa-
tions up to yi is given by

x1 � x2 1 K yi 2 hx2i
( )

, (1)

K � P̂
2

ŝ2i 1 ri
, (2)

P̂
2 � 1

Ne 2 1

∑Ne

n�1
x2 2 x2( ) hxi 2 hx2i

( )[ ]
, (3)

ŝ2i � 1
Ne 2 1

∑Ne

n�1
hx2i 2 hx2i

( )2
, (4)

where P̂
2

and ŝ2 indicate ensemble-estimated error covari-
ance and variance, overbars indicate ensemble averages, K is
the Kalman gain matrix, and ri indicates the error variance
for the ith observation. Perturbations about the mean are
updated separately using

x′1n � x′2n 2 aKhx′2i,n, (5)

a � 1 1

����������
ŝ2i

ŝ2i 1 ri

√⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠21

: (6)

The observation space ensemble, hxn{ }Ne
n�1, is updated in par-

allel with the state space ensemble to avoid repeated

calculations of measurement operators. Model states updated
by (1)–(6) are then used as input for the next observation in
the sequence and the steps are repeated until all observations
are assimilated. We also note that the above equations can be
modified to assimilate batches of observations with correlated
errors, which is not done for the current study.

The mean, variance, and covariance calculations in (1)–(6)
come from sample estimates over the ensemble and are prone
to sampling error. Therefore, heuristic modifications of these
quantities are needed when Ne is small and when statistics are
biased because of errors not accounted for in the ensemble;
e.g., unknown sources of model or observation error. The cur-
rent study adopts the strategies commonly used within the
GSI framework, namely, covariance localization via an ele-
ment-wise product of K and Eq. (4.10) of Gaspari and Cohn
(1999) and relaxation to prior spread (RTPS) posterior infla-
tion (Whitaker and Hamill 2012).

b. The local particle filter

A serial implementation of the local PF was first introduced
by Poterjoy (2016) and modified in Poterjoy et al. (2019) to
more closely resemble the EnKF described above. This sec-
tion briefly introduces the local PF using notation that is simi-
lar to the EnKF update described by (1)–(6).

As in the EnKF, the local PF first applies the full measure-
ment operator on each ensemble member}also called
“particles”}to obtain hxn{ }Ne

n�1. Also like the EnKF, hxn{ }Ne
n�1

is updated alongside the state-space ensemble xn{ }Ne
n�1. For

the ith observation in y the state mean is given by

x1 � ∑Ne

n�1
xi,n 8 x

2
n , (7)

where vi,n is a vector containing weighting coefficients for the
nth particle given all observations up to yi and 8 indicates a
Schur product. These weights determine marginal posterior
quantities from a weighted sum of prior particles; see P22 for
a full description of the multivariate posterior characterized
by the local PF, which describes the origin of these weights. In
general, each vi,n is a function of normalized likelihoods for
marginal variables in each particle. Elements of vi,n take the
same form as the standard bootstrap PF weights (Gordon
et al. 1993), except they taper to 1=Ne at large distances from
each yi. The function adopted for the tapering is the same
used for joint observation-model space localization in the
EnKF. Refinements introduced in Poterjoy et al. (2019)
ensure that localization impacts posterior mean estimates in a
manner that is identical to the EnKF localization.

Because of localization, perturbations about x1 for each
variable become linear combinations of prior particles. To
maintain the Bayesian convergence property of PFs in the
vicinity of measurements, the local PF first draws particles
with replacement from the univariate posterior for hxi, which
is represented by a weighted sum of delta functions (Gordon
et al. 1993). The sampling step results in a set of indices, kn{ }Ne

n�1,
which inform how to resample for a given measurement.
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The sampling indices are then used in the perturbation update
equation:

x′n
1 � r1;i 8 x2kn 2 x1

( )
1 r2;i 8 x2n 2 x1

( )
, (8)

where r1,i and r2,i ensure that the update satisfies the first two
moments dictated by importance weights everywhere in state
space (Poterjoy 2016). Note that because of the sampling
step, this equation still maintains the original bootstrap PF
solution in the vicinity of measurements.

To maintain particle diversity, r1,i and r2,i can be modified
to increase the mixing of particles that are duplicated during
resampling (Poterjoy et al. 2019; Feng et al. 2020). The
amount of mixing is controlled by the parameter g discussed
in P22 and used for all experiments performed in this study.
This strategy helps stabilize the filter when Ne is small and
ensures sampled particles yield unique solutions in the
absence of localization. The local PF also uses the weight reg-
ularization introduced in P22, which heuristically decreases
the impact of observations on particle weights if they fall
below a target effective ensemble size. Without regulariza-
tion, the vi,n vectors can easily collapse to zero for all but a
single particle when presented with very accurate or dense
measurements. Last, P22 explores the impact of fitting the
first two moments alone for unobserved variables in (8),
and introduces strategies for sampling from non-Gaussian
posteriors despite this assumption. The current study
adopts the likelihood factorization or “tempering” method
discussed in section 4 of P22, which samples from the local
PF posterior density via a set of intermittent transitions.
For the current study, we factor the likelihood into three
parts, which is sufficient for achieving the desired improve-
ments in the current applications. This process involves
assimilating measurements three times after inflating
observation error variance by a factor of 3 (Emerick and
Reynolds 2012). We demonstrate the effectiveness of the
iterative approach on a two-dimensional geophysical prob-
lem in section 5.

The local PF shares a common algorithm structure with
the serial EnKF, thus allowing for the new filter to be
included in the GSI software package for direct compari-
sons with current data assimilation methods used for oper-
ational weather prediction and research. As discussed in
P22, the regularization and tempering strategies adopted
for this study provide significant benefits over previous
implementations of the local PF. These steps, however,
bring additional computational cost, which amounts to a
PF update step that is a factor of 10 greater than the EnKF
for the real application presented in sections 3 and 4.1

Improving the computational efficiency of the iterative
local PF is an ongoing topic of research and will be dis-
cussed in a future study.

3. The AOML-UMD ensemble prediction system

The current study adopts an experimental regional HWRF
modeling system called the “AOML-UMD ensemble sys-
tem,” which is introduced in PAW21. This modeling system is
built within the same software package used by the opera-
tional HWRF Model but with added workflow options and
scripts for performing uninterrupted sequential data assimila-
tion over long periods. Unlike the operational HWRF, it is
not periodically reset from the operational NOAA Global
Forecast System (GFS) Data Assimilation System (GDAS)
and instead relies on the GFS for boundary conditions alone.
The data assimilation step yields updates to all prognostic
model variables, namely, horizontal winds, hydrostatic pres-
sure, total pressure, specific humidity, vertical acceleration
and “total condensate” from the Ferrier–Aligo microphysics
scheme used by HWRF (Aligo et al. 2014). We note that this
strategy differs from the operational HWRF, which initiates
the model with zero vertical acceleration and total condensate
each forecast time. To facilitate a simplified analysis of data
assimilation strategies, the AOML-UMD ensemble system
uses a single static grid with no moving nests. The suite of
assimilated observations include all operationally available
conventional and clear-air radiance measurements}the only
exception being aircraft reconnaissance measurements rou-
tinely collected from storms targeted during hurricane sea-
sons. We exclude these measurements for the present study,
owing to the coarse model resolution used in numerical
experiments. As discussed in PAW21, radiance measurements
are assimilated using time-dependent bias correction coeffi-
cients that were estimated using large-domain experiments.

For this study, the HWRF domain has 2483 298 horizontal
grid points, with an approximate grid spacing of 18 km. Fig-
ure 1 illustrates the domain coverage and the location of con-
ventional (non-radiance) measurements assimilated for a
single cycle. As noted in PAW21, we adopt the same physical
parameterizations used for the 2017 operational HWRF, but
choose the same model level configuration as the 2016 ver-
sion. This choice results in 61 vertical levels that extend up
to 2 hPa, which is higher than the 2017 HWRF and presents
theoretical benefits for radiance measurement operator
calculations.

Data assimilation experiments performed within the AOML-
UMD ensemble system use 60 members, which are updated
every 6 h. After weeklong tuning experiments examining
EnKF and local PF sensitivity to data assimilation parame-
ters, we arrived at coefficients for localization cutoff length
scales and inflation that are appropriate for each method;
these parameters are summarized in Table 1. In general, the
optimal cutoff lengths for the EnKF are found to be longer
than those identified for the local PF. Similar to past experi-
ments (e.g., Poterjoy et al. 2019), this discrepancy reflects the
higher sensitivity of the local PF to sampling error, which is
one drawback of applying a delta function approximation for
prior distributions.

We also note that experiments performed in this study do
not use supplementary strategies for maintaining balance fol-
lowing data assimilation steps, such as incremental analysis

1 This estimate comes from assimilating O 106( ) observations for
the domain discussed in section 3, using 240 cores on the NOAA
Jet high-performance computing system.
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update (Bloom et al. 1996) or digital filter initialization
(Lynch and Huang 1992). While these methods are known to
improve forecast skill, they bring additional complexity for
interpreting results from the perspective of data assimilation
research. Given the scope of this study, the adopted method-
ology emphasizes transparency over best operational
practices.

4. Results from monthlong experiments

In this section, we briefly summarize the findings reported
in PAW21 regarding ensemble forecast skill obtained from
EnKF and local PF experiments. We then provide a close
examination of how the two filters generate posterior solu-
tions during the experiments and draw conclusions based on
the underlying assumptions behind each data assimilation
system.

As discussed previously, the AOML-UMD ensemble sys-
tem provides the framework for analyzing data assimilation
systems for multiscale weather applications. Our experiments
encompass a monthlong period spanning all of September
2017, and cover a domain that featured several major hurri-
canes. The formation, intensification, and interaction of these
storms with extratropical waves introduce numerous forecast
challenges}and presents an ideal test problem for non-
Gaussian data assimilation methodology. To formulate
experiments, each ensemble starts from GDAS ensemble
members on 0000 UTC 1 September. and uses boundary con-
ditions from the GDAS ensemble thereafter. For verification
purposes, we ignore the first 5 days of sequential data

assimilation, which reduces any memory of the initial
GDAS analysis. We arrived at this configuration by examining
domain-average root mean squared differences (RMSDs)
between the prior EnKF mean and GDAS deterministic analy-
sis over the full monthlong period. While most variables quickly
approach quasi-steady RMSDs, specific humidity (qy) requires
about 4 days to adjust (Fig. 2), thus motivating the 5-day spinup
period.

a. Forecast skill

Following spinup, we quantify the performance of the
EnKF and local PF by running 120-h ensemble forecasts from
the first 20 members generated by each data assimilation
method. These forecasts run twice daily (every 12 h), yielding
a set of 52 ensemble forecasts to verify. As in PAW21, we
quantify errors in ensemble-mean forecasts using volume-
averaged RMSDs to the GDAS analysis. The selected verifi-
cation volume is 500 km from lateral domain boundaries and
stretches from the surface to 16 km using horizontal and verti-
cal grid spacings of 54 km and 500 m, respectively (hatched
region in Fig. 1). The verification domain is selected to
remove most large correlations between verifying grid points,
and is far enough from the domain edges to not be heavily
impacted by the GDAS boundary conditions. Errors calcu-
lated over this domain tend to be dominated by synoptic-scale
flow, but are also sensitive to storm track, structure, and
intensity when major hurricanes exist in forecasts. While fore-
casts should ideally be verified using raw measurements, the
lack of upper-air in situ measurements over oceans presents
challenges. Note that mature global data assimilation systems,

FIG. 1. The dotted line indicates HWRF domain boundaries used for all modeling experiments, which are plotted
alongside (solid black lines) land boundaries. For reference, red contours of MSLP are plotted every 5 hPa for a single
PF member along with locations of conventional measurements at a single time (0000 UTC 8 Sep 2017). The red
hatched region indicates the verification domain.

TABLE 1. Choices of parameters for HWRF experiments.

Method Horizontal localization cutoff Vertical localization cutoff Relaxation coefficient Neff g

EnKF 0.75 scale height 1.5 scale height 0.95 } }

Local PF 0.50 scale height 1.0 scale height } 24 0.3
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like GDAS, rely heavily on radiances measurements to cope
with this shortcoming. The GDAS analysis is generated by
the Environmental Modeling Center (EMC) of the NOAA
National Centers for Environmental Prediction (NCEP) using
a four-dimensional ensemble-variational analysis over 6-h
windows (Kleist and Ide 2015). Compared to the AOML-
UMD ensemble system, GDAS uses a higher model resolu-
tion and more observations. GDAS also uses quality control
and data assimilation procedures that are more thoroughly
tested than HWRF}owing to its long history as a global data
assimilation system. It is also not expected to be biased in
favor of the EnKF or local PF. Therefore, this product pro-
vides an appropriate dataset for verifying forecast results in
the current study, especially those at later lead times, when
forecast error is much larger than error in GDAS analyses.
Furthermore, we omit a detailed comparison of ensemble
spread for these experiments as it is difficult to verify this
quantity without error estimates of the GDAS analysis}but
discuss the time-evolution of variance in choice variables in
the latter part of this section.

Figure 3 (reproduced from Fig. 11 of PAW21) shows
volume- and forecast-average RMSDs calculated for zonal
wind (u), meridional wind (y), temperature (T), and qy.
Despite providing a closer fit to the GDAS analysis, the

verification shows that EnKF ensemble forecasts tend to
lose skill at a faster rate than local PF forecasts. In general,
the local PF produces more accurate mean forecasts than
the EnKF at lead times greater than 24 h for all variables.
Poterjoy et al. (2017) noted similar forecast behavior when
comparing the local PF to an EnKF in idealized simulations
of a mesoscale convective system. They found the EnKF to
produce smaller posterior mean RMSEs than the local PF,
but degraded forecast accuracy, owing to physically inconsis-
tent multivariate adjustments to thermodynamic and hydro-
meteor variables within individual ensemble members. To
supplement this verification, PAW21 also examine the fre-
quency at which the local PF provides lower forecast RMSDs
than the EnKF, and find that results are not dominated by a
subset of cycles; i.e., the local PF produces more accurate
forecasts than the EnKF for a majority of the forecasts.

To identify precursors that explain the observed difference
in error growth between experiments (i.e., Fig. 3), we further
analyze results using potential vorticity (PV). PV is adopted
for this purpose, as it allows for a compact quantification of
errors in wind, temperature, and geopotential for the bal-
anced part of synoptic and mesoscale flow over the domain
(e.g., Dirren et al. 2003). PV is also sensitive to sharp gra-
dients in wind and potential temperature, which are expected
to be large in the presence of phase errors at the mesoscale,
even at early forecast lead times. From visual inspection of
GDAS analyses, PV also tends to evolve smoothly with time
on isentropic surfaces, suggesting that adjustments induced by
data assimilation are rather small between data assimilation
cycles, compared to the raw variables themselves. Baroclinic
waves that dip southward into the verification domain exhibit
clear signatures in upper-tropospheric PV. Likewise, tropical
cyclones produce coherent structures of elevated PV in the
lower to middle troposphere, with corresponding negative
PV above. The interaction of tropical cyclones with upper-
tropospheric PV anomalies also presents an insightful

FIG. 3. Ensemble-mean forecast RMSDs as a function of forecast lead time for (a) u, (b) y, (c) T, and (d) qy for the EnKF (red lines) and
local PF (blue lines), averaged over all forecasts generated during HWRF experiments.

FIG. 2. Root-mean-square fit of EnKFmean qy to GDAS qy over
the monthlong HWRF experiments.
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conceptual framework for analyzing the evolution of storms
embedded in complex environments (Molinari et al. 1998).
While the present study does not provide a detailed analysis
of PV over the course of the experiment, the aggregate effects
of PV errors are quantified during the first 48 h of ensemble
forecasts. For this verification, PV is first calculated on isen-
tropic surfaces before calculating RMSDs and spread and
interpolating results to height surfaces for visualization. We
further stratify the PV verification to isolate error contribu-
tions from tropical cyclones. This step involves separating ver-
ification points that land within 500 km of tropical and
posttropical cyclone locations, as depicted in the Hurricane
Database (HURDAT2; Landsea and Franklin 2013), from
those beyond 500 km of storm locations. Figure 4 shows pro-
files of domain-wide ensemble-mean forecast errors and
spread for PV at 0, 12, and 24 h, again using GDAS for verifi-
cation. From this analysis, local PF forecasts tend to produce

comparable or slightly improved ensemble-mean forecasts for
tropospheric PV by 12 h}with clear benefits by 24 h. This
finding occurs for grid points in the vicinity of storms as well
as those outside this region, thus suggesting similar benefits in
both regimes. Though not shown, further inspection of error
profiles in raw variables show a similar trend in tropospheric
temperature, which suggests that some of the benefits in local
PF forecasts may stem from a more accurate depiction of
static stability in lower levels of the verification domain. Fur-
thermore, EnKF ensemble forecasts tend to exhibit a smaller
amount of 0–12 h growth in spread through the depth of the
troposphere, suggesting that these forecasts sample a smaller
subspace of possible model solutions. This behavior is more
clearly seen in the verification performed near storms
(Fig. 4b), which we will analyze for the remaining portions of
this manuscript. All else being equal, this property of the
EnKF alone would lead to forecast degradations for the
ensemble mean at later lead times.

b. Multivariate posterior updates

Findings from Poterjoy et al. (2017) suggest that PF-based
data assimilation methodology provides more appropriate
multivariate updates than EnKFs}which is one property of
geophysical applications that is challenging to verify, owing to
the large state dimension. While numerous variables were
analyzed for this study, we will focus more narrowly on the
horizontal wind field produced by EnKF and local PF
members, as the behavior of the two methods can be easily
replicated using low-dimensional models. From qualitative
inspections of posterior members, major differences exist in
the rotational part of horizontal wind increments, which can
be easily quantified via spectral analysis.

To perform an objective comparison of how each method
represents posterior winds, we first calculate two-dimensional
power spectral densities for the vertical vorticity (z) fields in
EnKF and local PF members, and sum the magnitudes within

FIG. 4. Domain-average ensemble-mean forecast RMSDs and spread for PV at 0-, 12-, and 24-h forecast lead times. (a) RMSDs and
(b) spread calculated from points within 500 km of storms indicated in the HURDAT2 database. (c),(d) As in (a) and (b), but for the
remaining grid pints.

FIG. 5. Power spectral density for z averaged from 24-h forecast
members (fine lines) and posterior members (heavy lines) for the
EnKF (red lines) and local PF (blue lines).
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bins. We then average each power spectra over the same 20
members used to generate forecasts. The posterior power
spectra (heavy lines in Fig. 5) are then compared with average
power spectra calculated from 24-h EnKF and local PF fore-
cast members produced over the same period (thin lines
Fig. 5). From this analysis, it is clear that both the local PF
and EnKF produce similar wind spectra for 24-h forecasts,
which is a lead time when transient adjustments following
forecast initialization are negligible. The two power spectra
are indistinguishable from each other in Fig. 5, owing to the
time-averaged mean spectra being mostly a reflection of the
HWRF Model climatology for winds over the monthlong
period. Nevertheless, notable differences emerge in the poste-
rior z power density spectra, which will be discussed for the
remainder of this section.

The spectral analysis suggests that both data assimilation
methods, to varying degree, systematically modify the distri-
bution of kinetic energy at scales smaller than 150 km. The
spurious increase in energy introduced by the EnKF, how-
ever, is only partially matched by the local PF. To explore the
implications of this result, we examine the z field for a single
data assimilation step and pressure level. For illustrative
purposes, we choose a single storm (Hurricane Maria at
1200 UTC 19 September) and interpolate z to the 850-hPa
pressure level after applying a high-pass filter to remove
wavelengths greater than 150 km, which is the minimum
length scale at which EnKF and local PF members contain
similar spectral energy (Fig. 5). Figure 6 shows the resulting
magnitude of z “anomalies” for the first 20 prior, posterior,
and 6-h forecast members colored contours}with top and
bottom panels corresponding to the EnKF and local PF,
respectively, and the GDAS analysis (black) overlaid in each
panel for reference. The resulting member fields contain
regions of elevated z anomalies in and around Maria. The
largest values coincide with similar mesoscale features found
in the GDAS analysis, but with clear variability in size,

magnitude, and location. At this end of the spectrum, differ-
ences emerge between the EnKF and local PF experiments
due to the observability of flow at these scales and discrepan-
cies between how the two methods infer unobserved state var-
iables.2 While the two data assimilation methods produce
qualitatively similar prior members at this time (Figs. 6a,d)
the EnKF posterior members contain numerous small-scale z

anomalies that do not exist in the prior (or local PF) members
(Figs. 6b,e). The noted increase in small-scale (,150 km) z

anomalies between the EnKF prior and posterior members
presents an example of how the EnKF induces a notable
increase in spectral energy at these scales, as quantified in
Fig. 5. We also note that the variance in EnKF posterior
members is not substantially different from the prior, owing
to the use of RTPS when generating the posterior ensemble.
For most members, the small-scale features generated by the
EnKF update step vanish 6 h into the forecast, which is visible
in comparisons between Figs. 6b and 6c. While the Maria
example is purely anecdotal, the adjustment of winds during
prediction steps are clearly visible in short- to medium-range
ensemble forecasts generated over the full monthlong experi-
ment. Figure 7 quantifies this behavior using domain-mean
ensemble z spread, averaged over all 52 ensemble forecasts.
The EnKF forecasts show a drop in spread in the first six
hours of the forecasts, which precedes the expected increase
at later lead times. This result is also consistent with the analy-
sis of ensemble spread for PV, which shows a slower increase
in spread for EnKF members versus PF members over the
first 12 h}particularly in the lower troposphere.

Following the spectral analysis, we suspect forecast
improvements obtained from the local PF come largely from
more appropriate multivariate updates to ensemble members,

FIG. 6. Vertical vorticity at 850 hPa filtered to remove wavelengths . 150 km. (top) EnKF and (bottom) local PF members for the
(left) prior, (center) posterior, and (right) 6-h forecast from the 1200 UTC 19 Sep cycle. For reference, black contours show the GDAS
analysis at (left),(center) 1200 UTC 19 Sep and (right) 1800 UTC 19 Sep.

2 The advective time scale for length scales near 100 km falls
near or below the 6-h observation schedule used for data
assimilation.
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which may not be adequately captured in verifications of the
ensemble mean at short lead times. Though not shown, simi-
lar behavior is found across thermodynamics variables in the
model, but to a lesser degree. Localization is one factor that
will inevitably lead to kinematic inconsistencies between pos-
terior members and solutions permitted by the dynamical
model (Kepert 2009; Greybush et al. 2011). While interpreting
these findings, it is important to emphasize that localization
serves a slightly different role in reducing filter degeneracy in
the PF versus the EnKF (P22). In particular, the influence of
localization on perturbation updates can be vastly different
between the pair of filters. Unlike the EnKF, perturbation
updates for the PF are a function of innovations, which means
the influence of localization on higher-order posterior
moments is also a function of innovations. Nevertheless, we
do not expect the strategy adopted for localization in the PF
to be better suited for reducing the observed noise at the
mesoscale. We also note that an improper specification of
representativeness error}combined with localization}could
lead to an overfitting of observations during data assimilation
that would induce differences between posterior and forecast
members at smaller scales. These theories, however, are less
likely given that the local PF uses shorter localization cutoff
lengths yet produces a smaller increase in spectral density for
shorter wavelengths. Furthermore, we note that the choice of
posterior inflation for the EnKF also influence the makeup of
posterior members and the resulting growth in error variance.
Alternative approaches, which relax a fraction of the pertur-
bation updates (Zhang et al. 2004), have been shown to
improve balance in initial conditions and increase the rate at
which ensemble spread grows during integration (Whitaker
and Hamill 2012).

The next section adopts a simple two-dimensional model to
reproduce and analyze findings identified in the HWRF
experiments. We will demonstrate that a large portion of the
spurious small-scale vorticity updates for the EnKF can be
produced by inappropriate multivariate Gaussian approxima-
tions alone.

5. The non-Gaussian data assimilation problem posed by
vortex alignment errors

The current section provides a more detailed comparison
of the EnKF and local PF using a low-dimensional application
that mimics the behavior uncovered in section 4. In general,
we hypothesize that findings from section 4 come from non-
Gaussianity in the multivariate prior densities used to charac-
terize flow at scales , 150 km in the HWRF experiments.
Numerical experiments performed in this section serve the
purpose of reproducing the data assimilation challenges found
from real-data experiments, while illustrating how the itera-
tive local PF solves the underlying problem. The latter objec-
tive builds off of methodology discussed in P22, namely,
weight regularization and tempering (see section 2), which
are known to provide benefits for sparsely observed dynami-
cal systems. While these strategies have demonstrated value
for idealized low-dimensional models (see P22), this study is
the first to explore their value for geophysical applications.

The idealized experiments use simulated observations from
a kinematic, axisymmetric vortex, which introduces an appli-
cation that can be solved easily using a Bayesian filter with lit-
tle approximation. Hodyss and Reinecke (2013) show that
large displacement errors in hurricane-like vortices tend to be
characterized by complex multivariate structure in prior
errors. They find that EnKF corrections to the mean can
be greatly improved by adopting a quadratic nonlinear
update}a finding that stems from large skewness in the pres-
ence of position uncertainty. We follow a similar methodology
to explore challenges associated with displacement errors in
the HWRF experiments, but focus primarily on updates
made to individual ensemble members rather than ensemble
statistics.

The low-dimensional application provides full control over
the parameters used to define the data assimilation problem.
We select choices of observation network and prior density
that are motivated by real weather applications to compare
ensemble updates performed with the filters used in section 4,
namely, the ensemble square root EnKF and iterative local
PF with three iterations (denoted local IPF). We supplement
this comparison by also showing posterior members gener-
ated using a regularized local PF (denoted local RPF) and the
standard bootstrap PF with no localization. The local RPF is
identical to a single step of the local IPF}thus demonstrating
the role of iterations}and the bootstrap PF provides esti-
mates of the Bayesian posterior with a large sample approxi-
mation. The EnKF, local RPF, and local IPF all use the same
ensemble size as section 4 (Ne = 60) and the bootstrap PF
adopts a much larger ensemble of Ne = 104 so it can provide
an accurate depiction of the true Bayesian solution.
The choice of Ne for the bootstrap PF is the approximate
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FIG. 7. Ensemble spread in EnKF (red line) and local PF (blue
line) z forecasts averaged over all ensemble HWRF forecasts.
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minimum Ne needed for this method to yield an effective
ensemble size of 60 from posterior weights for the data assimi-
lation problems constructed in this section.

a. Idealized vortex model

To reproduce data assimilation challenges posed by meso-
scale weather systems with various degrees of prior uncer-
tainty, we consider the case of a vortex in zero mean flow. We
ignore the many complexities listed in the introduction for
modeling subsynoptic flow and assume that the cumulative
effects of model error, suboptimal data assimilation, and
intrinsic predictability limits contribute to uncertainty in the
location, size, and intensity of a discrete vortex. In reality, the
same uncertainty sources exist over a spectrum of scales in
the atmosphere, which complicates the interpretation of
results for multiscale geophysical models.

For simplicity, the vortex wind field is modeled using a
Rankine vortex profile (Acheson 1990). In cylindrical coordi-
nates with the vortex center at the origin, the tangential winds
(uu) are a function of radius (r) alone:

uu �
Uu

r
R
, r,R,

Uu
R
r
, r$R,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ (9)

The model has two parameters for controlling vortex size and
intensity, Uu and R, which specify maximum wind speed and
maximum wind radii, respectively. Both the radial wind com-
ponent (ur) and vertical wind component (uz) are assumed to
be zero. This model provides a forced vortex in solid-body
rotation for the region located R units from the domain cen-
ter, and a free vortex outside R. To reproduce the data assimi-
lation problem of interest, we consider a vortex on a 2D
Cartesian domain comprised of 91 3 91 equally spaced grid
points. At each grid point, uu is first calculated using (9) with r
being the distance of each grid point from the domain center,
defined by coordinates (ic = 46, jc = 46). We choose parame-
ters for a “truth” state to be fixed at Ut

u � 30m s21

and Rt = 12, and adopt ix and jc as the true center location.
Figure 8a shows values of wind speed for a cross section
through the domain center for the designated true solution,
and Fig. 8b shows a single 15 m s21 wind speed contour for
this vortex on the 2D domain.

The designated truth remains near the mode of each prior
used for numerical experiments. The chosen priors and obser-
vation networks allow the EnKF and local PF to both produce
relatively accurate estimates of the posterior mean}despite
large deviations from Gaussianity. By construction, most of
the observed differences in behavior can then be attributed to
differences in perturbations about the mean solution. This
design choice provides a closer match to the data assimilation
experiments performed with HWRF}where the EnKF pro-
duces accurate posterior mean solutions, but shows evidence
of improperly specified cross-variable error covariance in pos-
terior perturbations.

b. Observation network

We generate two observation networks from the designated
truth solution. Both networks resemble uniformly sampled
synthetic observations from a “radar” placed at coordinate
(iradar = 25, jradar = 25) in the bottom left of the domain (black
marker in Fig. 8b). At each location, winds from the truth
state are projected onto the direction of a hypothetical radar
beam looking outward from the radar. A random error is
then drawn from N(0;s2

o) for so = 3 and added to each wind
value to form yi for i = 1, 2, … , Ny. The first network covers
the entire domain with a uniform density of Ny = 300 radial
winds. The second network restricts the radar to have a scan
radius of 30 grid points, reducing Ny to 100, but retaining the
same data density. The green and red dots in Fig. 8b indicate
the location and value of measurements from the second
observation network, which covers only one quadrant of the
vortex.

FIG. 8. (a) Tangential wind speed as a function of grid points, cal-
culated using the Rankine vortex model with point 46 as center
location. (b) The 15 m s21 wind speed contours for the vortex
placed on a 2D grid; values greater than 15 m s21 are indicated by
hatched region. The green and red markers indicate the location
and magnitude of radial wind observations created for a synthetic
radar located at coordinate (iradar, jradar).
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The first observation network presents a scenario where
the vortex is well observed at the current time, even if prior
uncertainty is large (to be discussed in section 5c). The second
observation network presents an application where the vortex
is only partially observed. The data assimilation problem
posed by the second network is similar to the problem of
assimilating airborne Doppler radar observations collected
from tropical cyclones (Zhang et al. 2011; Weng and Zhang
2012). In this case, radar measurements collected during air-
craft reconnaissance flights can only observe portions of the
tropical cyclone vortex at a given time, thus requiring data
assimilation to infer winds on unobserved quadrants of the
storm. A similar challenge exists for assimilating measure-
ments for continental mesoscale convective systems.
Land-based radars provide observations at high spatial and
temporal frequencies, including winds at multiple scan
angles}but not without gaps in vertical and horizontal cov-
erage. Therefore, it is common for a radar to observe only
portions of mesovortices found within bow echoes and
supercell thunderstorms.

The second observation network is likely more representa-
tive of the HWRF experiments presented in section 4, where
a majority of measurements assimilated in the vicinity of
storms come from radiances or radiance-derived atmospheric
motion vectors, which must infer the full 3D wind, mass, and
moisture variables from prior error statistics.

c. Choices of prior

For this application, the objective is to generate samples
from the posterior density p(x|y) where x contains winds on
the 2D grid described in section 5a and y is populated with
synthetic radar observations. To mimic a real data assimila-
tion application, this exercise requires first drawing samples
from a prior density p(x), which can be transformed into sam-
ples from p(x|y). Each experiment uses one of four different
choices of prior, which we sample from by randomly perturb-
ing vortex parameters before calculating the wind compo-
nents at each grid point. This approach bypasses the need to
define each p(x) explicitly.

The first three priors use identical axisymmetric vortices,
but induce position uncertainty by perturbing the center posi-
tion of each vortex. In doing so, the resulting priors maintain
the dominant source of error variance (cf. Figs. 3 and 4 of
Poterjoy and Zhang 2011), while yielding a challenging data
assimilation problem for Gaussian filters. We draw the posi-
tion of each member randomly from a Gaussian centered on
the true vortex center; i.e., each member uses coordinates in
and jn sampled from N(ic, s2

p) and N(jc, s2
p), respectively, for

n = 1, … , Ne, where sp is a prescribed position error standard
deviation that changes for each prior. All vortices gener-
ated in these experiments have zero radial winds when
viewed in a cylindrical coordinate system with the vortex
center at the origin. This coordinate system, however, is
unobtainable for real applications, which are typically
characterized by multiple scales of motion with ambiguous
center positions. To be consistent with weather models, we

convert all winds into zonal (u) and meridional (v) compo-
nents so that

x � u
v

( )
:

For the priors specified here, p(x) is close to a Gaussian
when position error is sampled from a Gaussian with sp ,, R,
where R controls the size of the vortex (Chen and Snyder
2007). Therefore, sp=R provides a controllable means of
changing the shape of p(x) to improve or reduce the fidelity
of Gaussian assumptions. We explore this property by per-
forming data assimilation experiments with three different
priors, each using sp=R � 0:25;0:50; 1:0( ) for fixed R and Uu.
To place in the context of a real-world application, the aver-
age 6-h error from official National Hurricane Center (NHC)
model-guided predictions was about 30 km during the
2010–18 Atlantic hurricane seasons (NWS 2018), which is sim-
ilar to the radius of maximum winds expected for a mature
hurricane (Knaff et al. 2015). The ratio sp=R is presumably
smaller for well-observed and larger storms, which motivates
the range of values chosen in this demonstration.

We also generate samples from a fourth prior that uses
sp=R � 1:0, but allows R and Uu to vary across members. This
prior contains both size and intensity uncertainty and will be
denoted by experiments entitled “structure uncertainty.”
Despite the naming convention, this prior has the same
amount of position uncertainty as the third prior described
above, but with R drawn from N(Rt, 9) and Uu drawn from
N(Ut

u, 9).
d. Experiment results

This subsection discusses results obtained by performing
data assimilation using the described sets of observations
and priors. All experiments use localization coefficients
modeled from an exponentially decaying function:
ri,j � exp[2 di,j2=(2r2loc)], where di,j is the physical distance
between observation yi and state variable xj. Table 2 sum-
marizes the data assimilation and model parameters used
for each prior, which are kept constant for the pair of
observation networks. Parameter choices follow from a tun-
ing of each method based on posterior mean RMSEs from
the first observation network, which is typical for real data
assimilation applications. The localization length scales
arrived at for this experiment are about a factor of 10
greater than the domain width used in the experiments.
This data assimilation configuration roughly matches the
setup for the vorticity anomalies in Fig. 6, except no obser-
vations exist far from the idealized vortex. It is also

TABLE 2. Choices of parameters for Rankine vortex
experiments.

Method rloc Neff g

EnKF 800 } }

Local RPF 800 6 0.3
Local IPF 800 6 0.3
Bootstrap PF } } }
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noteworthy to mention that we omit the posterior relaxa-
tion step from the EnKF, which was adopted in HWRF
experiments to maintain spread through successive cycles.
While this step is not needed for the interpretation of find-
ings from experiments we note that the additional inflation
step would only amplify any detrimental implications
uncovered for non-Gaussian priors.

Figure 9 shows 15 m s21 wind speed contours for posterior
members obtained from the first observation network
(Ny = 300) using each of the four choices of prior. For refer-
ence, the first column shows the prior members adopted for
each experiment. For experiments that use sp=R � 0:25 for
the prior (Figs. 9a,b) each data assimilation method produces
posterior members that are visibly similar (first row of Fig. 9).
This finding is expected, owing to the Gaussian approxima-
tions becoming increasingly more valid for small sp=R (Chen
and Snyder 2007). Increasing position error by a factor of 2

(second row of Fig. 9) and 4 (third row of Fig. 9), however,
yields vast differences across experiments. The EnKF produ-
ces large asymmetries in members that no longer resemble
the Bayesian solution indicated in the fifth column. Likewise,
the local RPF is constructed to maintain low-likelihood par-
ticles in order to retain a user-specified effective ensemble
size. Therefore, the regularized version of the PF exhibits
much larger posterior uncertainty in 15 m s21 wind contours
than the Bayesian estimate.

By including an additional recursion to the PF update steps,
(7) and (8) shift particles incrementally into the posterior dis-
tribution assumed by the local PF (see section 2.1 of
P22)}with each iteration yielding a diverse set of particles
that match posterior moments. In doing so, the local IPF
relies less on regularization to obtain a set of posterior par-
ticles with a specified effective ensemble size. As described in
P22, this step also allows the PF to sample more accurately

FIG. 9. Colored contours show 15 m s21 wind for (from left to right) prior members, EnKF posterior members, local RPF posterior
members, local IPF posterior members, and bootstrap PF posterior members. Members are plotted for the (from top to bottom) sp=R �
0:25 experiment, sp=R � 0:50 experiment, sp=R � 1:0 experiment, and “structure uncertainty” experiment. A black dashed contour shows
the true winds and white markers indicate the location of points A, B, and C, chosen for scatterplots in Figs. 10 and 12.
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from non-Gaussian posterior distributions using knowledge of
the first two moments alone. The resulting iterations produce
members that more closely resemble samples from the Bayes-
ian posterior}comparing the fourth and fifth columns of
Fig. 9. The advantages of the iterations are more substantial
when structure uncertainty is introduced to the prior. The 60-
member ensemble produces very few particles that are close
to the observed vortex position, size, and intensity for this
problem, which forces the local RPF to sample several poste-
rior members that are far from the observations.

We further examine findings from the first set of experi-
ments by visualizing portions of the prior and posterior error
distributions depicted by members. For this purpose, we focus
more narrowly on zonal winds for a pair of points A and B
[denoted u(A) and u(B), respectively], which are indicated in
the fifth column of Fig. 9. These points are chosen near the
outer 15 m s21 contours shown in Fig. 9. In the context of
data assimilation, the marginal dependence between the cho-
sen points controls how information is spread spatially over
the domain, thus determining how measurements on one side
of a vortex update unobserved variables on the opposite side.
At these points, we plot samples from the joint prior error dis-
tribution of u(A) and u(B) using the Ne = 104 ensemble
adopted for the bootstrap PF experiments (blue markers in
Fig. 10). Similar to the findings of Hodyss and Reinecke
(2013) for vortex pressure fields, it is clear that the prior has
a complex multivariate structure that is non-Gaussian for a
wide range of parameters. For low sp=R, the prior exhibits a
triangular shape that is bounded on all three sides (first row
of Fig. 10). Increasing sp=R beyond a critical value extends
the region of nonzero probability to include a second basin,
which exhibits two modes that extend outward from the origin
and become increasingly narrower for large magnitudes of
u(A) and u(B) (third row of Fig. 10). By inducing structure
uncertainty into the displaced vortices, the resulting prior
retains a similar shape, but with a blurring of the boundaries
that define the region of nonzero probability (fourth row of
Fig. 10). Furthermore, we note that the marginal probability
densities estimated for point winds within the vortex tend to
be close to Gaussian, but shift toward skewed distributions
for large sp=R, similar to the behavior described by Hodyss
and Reinecke (2013). For example, the gray curves plotted
along x and y axes in Fig. 10 show kernel-estimated marginal
densities for u(A) and u(B), respectively, for each prior.
Therefore, the non-Gaussian data assimilation problem
constructed in this section is one characterized by nonlinear
relationships across random variables, but near-Gaussian
marginal distributions. Such behavior is not easily detected
using ensemble sizes readily available for weather prediction
and is difficult to identify in the HWRF experiments, despite
similar displacement errors. We will demonstrate that the
nonlinear filters have clear advantages for prior distributions
of this type, even when deviations from Gaussianity are not
clearly identifiable.

As illustrated in Fig. 10, the data assimilation challenge for
a displaced vortex then becomes one of how to shift members
from various parts of a rather complicated prior error distri-
bution into the subset of this domain determined by

measurements to contain nonzero posterior probability. The
red markers in Fig. 10 depict how each filter performs this
task}with varying degrees of success. For this particular
application, the region of highest prior probability exists along
the lower-right boundary, which contains the truth in our sim-
ulations (indicated by yellow markers in the figure). When
provided with measurements from the radar, the Bayesian-
estimated posterior is restricted to solutions near this bound-
ary. The local IPF provides the closest match to the Bayesian
solution, followed by the local RPF}which again provides a
gross overestimate of the posterior uncertainty. Because the
EnKF assumes the prior and posterior distributions are
Gaussian, the mapping of prior members into the posterior
can be conceptualized as a multivariate linear regression step
with regression coefficients determined by (2). This assump-
tion causes the EnKF to retain the shape of the prior in the
posterior estimate. Prior members sampled along the periph-
ery of the distribution}such as those already along the
lower-right bounding region}become shifted into portions of
the domain that have zero prior probability. This factor leads
to various unphysical artifacts to appear in wind contours
such as the large vortex asymmetries depicted in Fig. 9.

As demonstrated for the HWRF experiments, both the
local PF and EnKF exhibit spuriously large power spectral
energy for the posterior wind field at small scales. We apply a
similar methodology outlined in section 4 to show that asym-
metries induced by data assimilation assumptions manifest
themselves in a similar way for the axisymmetric vortex appli-
cation. To reproduce this analysis, we calculate z for EnKF
and local IPF posterior members and perform a 2D spectral
decomposition of the asymmetric part of z (denoted z′); i.e.,
we locate the center of each vortex and remove an azimuthal
mean calculated with respect to each center. Removing the
azimuthal mean helps isolate parts of the solution that are not
physically allowed by the Rankine vortex model, since any
nonzero value for z′ is spurious. Figure 11 shows the mean of
these calculations, averaged over the EnKF and local IPF
ensembles for the four choices of prior.3 Consistent with
Fig. 5 both data assimilation methods produce spuriously
large spectral density, but with higher values induced by the
EnKF for the first 10 wavenumbers owing to Gaussian
assumptions. The spectral energy grows expectedly with sp=R
for the EnKF, and is larger than the local IPF for all priors,
even when sp=R � 0:25.

The finding that the EnKF yields measurably higher spec-
tral energy than the local IPF for the first prior in Fig. 5 is
unexpected, given the visual comparisons of wind contours in
Fig. 9. We perform a closer inspection of this result by enlarg-
ing the portion of the domain containing the posterior densi-
ties in Figs. 10a and 10c, and plotting EnKF and local IPF
members on the same graphic (indicated by red and green
markers in Fig. 12a, respectively). This exercise illustrates that

3 These results are plotted as a function of wavenumber rather
than wavelength to avoid any over-interpretation of length-scale
dependence, which is ultimately determined arbitrarily by choices
of domain and vortex size.
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the first prior distribution is sufficiently far from a Gaussian to
cause the EnKF to shift members outside the bounded region,
which occurs to a much smaller degree with the local IPF.
Differences between the two filters become even more appar-
ent when a third variable is included in the joint density com-
parisons. For this purpose, we choose zonal winds at a point C
located half-way between A and B, in the right hemisphere of
the vortex. For the three-variable prior density, solutions are
restricted to follow the hyperplane illustrated in Fig. 12b,
which is estimated from the Ne = 104 sample and plotted in its

place. The heuristic decoupling of variables brought about by
localization causes the local IPF to produce members that
land off of the hyperplane; these solutions represent members
with unphysical behavior, such as asymmetries. Nevertheless,
the local IPF members are much closer to physically allowable
solutions than those produced by the EnKF. Both methods
yield asymmetries that translate into an increase in spectral
density, but the contribution from Gaussian assumptions is
far more egregious than the localization strategy adopted for
this application.

FIG. 10. Scatterplots of prior u values for points A and B (blue dots; indicated by white markers in the fifth column of Fig. 9). Marginal
pdfs for each variable (gray contours) are scaled and plotted on each axis for reference. Red markers in each column correspond to (from
left to right) EnKF posterior members, local RPF posterior members, local IPF posterior members, and bootstrap PF posterior members.
The yellow marker indicates the true solution.
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Results obtained from assimilating the first observation net-
work already provide insight into the HWRF experiments in
section 4. In summary, deviations from a Gaussian can occur
for even small alignment errors, which cause filters that make
this assumption to induce a spurious increase in spectral
energy. Gaussian approximations tend to break down for
smaller scales, which likely leads to this result for z character-
ized by length scales , 150 km in the HWRF experiments.
An additional set of idealized experiments performed using
the second observation network present an identical set of
challenges, except a larger number of state variables are
completely unobserved and must be inferred through data
assimilation. In this regard, the second network has more in
common with real geophysical observing systems than the first
one.

Figure 13 shows prior and posterior wind contours for all
experiments performed using the second, sparser observation
network. Asymmetries induced by Gaussian assumptions in

the EnKF become more visible when the radar measures only
a portion of the vortex, as demonstrated for all priors includ-
ing when sp=R � 0:25. Likewise, the local IPF continues to
produce posterior members that more closely resemble the
Bayesian solution for all priors. The difficulty posed by the
sparse network for the EnKF follows the same problems
highlighted by Fig. 12; i.e., multivariate updates determined
by the mean and error covariance alone can easily shift mem-
bers into unphysical directions. This deficiency becomes less
problematic when the vortex approaches full observ-
ability}as in the first observation network tested in this sec-
tion. With a spatially dense network of observations, the
EnKF can still provide an accurate estimate of the posterior
mean (e.g., Posselt and Bishop 2012). In fact, posterior mean
RMSEs are comparable for the EnKF and local IPF for
experiments performed with the first observation network,
despite the nonphysical behavior exhibited by posterior mem-
bers (not shown). Under these circumstances, posterior

FIG. 11. Power spectral density for z′ averaged over EnKF members (red lines) and local IPF members (blue lines)
for all four choices of prior used in idealized vortex experiments.

FIG. 12. (left) Enlarged version of Fig. 10a, but with local IPF members (green markers) plotted alongside EnKF
members (red markers). (right) Probability density visualization is extended on the left to include a third random vari-
able u(C); it also replaces prior samples (blue markers) with a 3D depiction of the hyperplane that all prior samples
land on.
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members can still draw closer to the true solution as the vari-
ance approaches zero. Real weather applications, however,
still suffer from the practical limitations discussed in section 1,
which means a near-zero posterior variance is currently not
obtainable.

6. Summary and conclusions

The current study presents findings from monthlong
regional modeling experiments performed using an experi-
mental HWRF weather prediction system (Poterjoy et al.
2021). The prediction system was designed to explore science
questions related to multiscale atmospheric modeling within
future implementations of the NOAA Unified Forecasting
System (UFS)}including a prototype NOAA Hurricane
Analysis and Forecast System (HAFS; Marks et al. 2019).
This research focuses more narrowly on data assimilation
challenges posed by multivariate non-Gaussian prior uncer-
tainty, which often exists for loosely constrained storm-scale
weather phenomena. For this purpose, an iterative localized

PF (Poterjoy 2022, hereafter P22) is added to the NOAAGSI
data assimilation package and compared with a square-root
EnKF (Whitaker and Hamill 2002). The EnKF}in various
forms}is the current method of choice for initializing
probabilistic forecasts within operational weather prediction
systems (Bannister 2017). While EnKFs use Gaussian ass-
umptions for prior errors and likelihoods, PFs adopt a non-
parametric representation of priors and provide much greater
flexibility for choosing likelihood functions that match error
characteristics of observations. Both methods rely on a sam-
ple representation of probability densities used during data
assimilation, and implement common practices for reducing
the sample size needed to estimate these densities for geo-
physical models defined on spatial grids (i.e., localization).

Posterior and forecast ensembles produced by the pair of
data assimilation methods are scrutinized using monthlong
sequential data assimilation experiments performed over an
active month of the 2017 Atlantic hurricane season. Local PF
forecasts produce slightly more skillful ensemble-mean pre-
dictions at later lead times and exhibit a more linear increase

FIG. 13. As in Fig. 9, but for a partially observed vortex (second observation network).
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in ensemble spread than EnKF forecasts. The most striking
differences between posterior solutions exist at scales where
large alignment errors in mesoscale weather features have a
significant role in determining prior error statistics. At these
scales, EnKF updates induce a large spurious increase in spec-
tral density that exists to a much lesser extent in local PF
members. This result occurs despite the EnKF using less-
restrictive localization length scales than the local PF, which is
often suggested to be a major source of imbalance during data
assimilation.

Idealized low-dimensional experiments are constructed to
provide a more rigorous investigation into results obtained
from the real-data application. In addition to allowing full
control over prior error sources, these experiments permit the
use of the standard (nonlocalized) bootstrap PF with large
samples, thus providing a Bayesian posterior for verification.
Findings from these experiments illustrate the complex, non-
Gaussian shape of multivariate prior wind errors in the pres-
ence of position uncertainty, which is known to pose large
challenges for Gaussian filters (Lawson and Hansen 2005;
Hodyss and Reinecke 2013). Linear updates performed by
the EnKF draw members into unphysical directions that man-
ifest as a spurious increase in spectral density for posterior
members. For this specific application, Gaussian approxima-
tions on the prior density are more egregious than modulating
dependence across variables using localization. The EnKF
produces a similar spurious increase in spectral density for
scales that exhibit large displacement errors, thus leading us
to speculate that similar behavior exists in HWRF experi-
ments. We also acknowledge that improperly specified repre-
sentativeness error and differences in localization strategy
may also contribute to this behavior. The idealized demon-
stration also does not explain the dynamic implications of
such behavior, which is a topic for a future study. It does,
however, provide evidence to the hypothesis that imbalances
induced by Gaussian approximations can significantly degrade
the performance of ensemble forecasts at later lead times.
Furthermore, marginal probability densities estimated for
winds at discrete grid points in the idealized application
remain close to Gaussian, even if their joint distributions are
far from Gaussian. For applications of this type, univariate
hypothesis testing may be insufficient for detecting deviations
from Gaussianity, which complicates the formation of adap-
tive strategies for combining PFs with EnKFs (e.g., Kurosawa
and Poterjoy 2021; P22).

Findings from real and idealized experiments suggest that
benefits can be obtained by adopting data assimilation meth-
odology that either allows for nonlinear dependence in ran-
dom variables or transform members to resemble samples
from a multivariate Gaussian. The local PF adopted for this
study is a clear example of a method that directly handles
nonlinear dependence, but similar benefits may be realizable
by addressing alignment errors separately during data assimi-
lation (e.g., Hoffman et al. 1995; Lawson and Hansen 2005;
Ravela et al. 2007; Nehrkorn et al. 2015; Stratman et al. 2018;
Ying 2019).

Last, the current study does not explore nonlinear observa-
tion processes and nonlinear measurement operators, which

provide additional sources of non-Gaussianity that are com-
mon for real geophysical applications. A natural application
of the local PF beyond the current study is for the assimilation
of all-sky radiance measurements, which encompass the
above challenges. While the current implementation of the
local PF is likely too computationally demanding for opera-
tional use, major cost savings can be obtained by adopting
alternative tempering strategies discussed in P22 or perform-
ing particle updates only when a user-specified effective
ensemble size is reached. Both strategies will be discussed
alongside results in future studies that apply the local PF for
high-resolution regional weather applications.
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